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Executive Summary

AI systems such as chatbots and im-
age-generators are playing an increasing 
role in Europe’s everyday life. To ad-
dress the risks and opportunities posed 
by this new technology, the European 
Union is seeking to establish a compre-
hensive set of rules through its AI Act. 

Standards and norms will be central to the 
practical implementation of these legal 
requirements. It is their purpose to trans-
late regulatory requirements into technical 
specifications and development and man-
agement processes. However, many observers 
have doubts whether the experts gathered 
at the European Committee for Standard-
ization (CEN) and the European Commit-
tee for Electrotechnical Standardization 
(CENELEC) will be able to meet the Europe-
an Union’s ambitious goals of developing a 
total of ten standards covering different 
requirements such as transparency, safety, 
or fairness. Based on  expert interviews, 
this study documents the existing barriers 
to AI-standardisation. In addition to the 
practical and technological challenges, the 
study also raises questions of democrat-
ic legitimacy. This is because requirements 
such as fairness or transparency are often 
seen as criteria to be set by the legis-
lator, not by the standardisation bodies. 

The conclusion of this study therefore is 
that a targeted and comprehensive partici-
pation of civil society actors is required 
above all to compensate for existing short-
comings in participation in the standardiza-
tion process. In order to allow for adequate 
civil society participation and to ensure 
the high quality of the standards to be de-
veloped, the CEN and CENELEC should promote 
participation even if this means that some 
requirements won’t be standardised in time. 
Since at least some standards will be final-
ized according to the original time sched-
ule, the European Commission should prepare 
for the remaining requirements by providing 
its own specifications through implement-
ing acts, at least on an interim basis.
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1 Why do we need to talk 
about AI standards?

Interactive chatbots, AI-generated images, 
driver assistance systems and online store 
recommendations:  AI systems have arrived 
in the everyday lives of consumers. They 
provide practical support in a wide range 
of situations and may provide increasingly 
complex assistance in the future. In order 
to identify and address the risks that may 
be associated with this technological devel-
opment, the European institutions are cur-
rently negotiating a new regulation on arti-
ficial intelligence – referred to as the AI 
Act.1 It sets binding requirements for the 
transparency, safety, robustness, and fair-
ness of AI systems. The greater the risk 
of an AI system, the greater the respon-
sibilities of its provider and deployers. 

Standards and norms will play a crucial role 
in the implementation of the AI Act.2 Un-
der the heading of “product safety”, they 
are to translate the legal requirements in 
the area of high-risk AI systems into tech-
nical requirements that are as precise as 
possible in order to make them more tangi-
ble for developers and companies. They aim 
to improve the quality and reliability of 
AI systems, better protect the safety and 
fundamental rights of European citizens and 
stimulate research and business innovation 
in the field of AI systems.3 In particu-
lar, the needs and interests of consumers 
should be taken into account.4 Tellingly, 
the European Commission mandated the Eu-
ropean standardisation organisations to 
develop such standards in May 2023, be-
fore the European Parliament could even 
vote on its proposal to regulate AI sys-
tems.5 A preliminary draft mandate with the 
same wording was published even earlier.6 

With this working paper, the Center for 
Trustworthy Artificial Intelligence (CTAI, 
German: ZVKI) seeks to answer the ques-
tion of how the standardisation of AI sys-
tems should be designed in order to meet 
the high expectations of the AI Act. As 

1  European Commission 2021; Council of the European Union 2022; European Parliament 2023.
2  Ibid, Art. 40, and Baeva 2023, p. 5f.
3  European Commission 2023, p. 1f.
4  Ibid, p. 3.
5  Ibid.
6  European Commission 2022a.
7  Cf., for example, Reusch 2023, p. 152ff. on the currently unfinished reform of product safety law.
8  For the exact definition, cf. BMJ 2008. 
9  Nativi/ De Nigris 2021, p. 9.
10  Ada Lovelace Institute 2023, p. 10. 
11  On the aspect of the New Legislative Framework, cf. ibid, p. 14f.

a national and neutral interface between 
science, industry, politics, and civil so-
ciety, we examine the process of AI stan-
dardisation in Europe to determine whether 
the interests of consumers are sufficient-
ly considered and protected. The goal is 
to identify potential challenges and de-
rive recommendations for overcoming them. 

How does product safety work in the 
European Union? 

Technical products traded within the 
European Union must not pose a risk to 
human health and safety: this is the 
basic idea and goal of product safety 
law. It is also the logic by which AI 
systems should be subject to regulation.7

Legal and Technical Requirements of 
Product Quality and Development
Contextual requirements for products are 
defined by laws. For example, if prod-
uct quality is required to be “state of 
the art,” this means an advanced level 
of development that has been accept-
ed in practice by leading experts.8

Implementing such open-ended require-
ments is a challenge for manufactur-
ers.9 To avoid legal risks, they work 
with experts and other stakeholders 
in standardisation bodies to devel-
op guidance on how to produce legal-
ly compliant products. The compromise 
established is then referred to as a 
norm or standard.10 Standardisation bod-
ies are not governmental institutions. 
They are organised under private law 
and financed primarily by business.

European product safety legislation pro-
vides for the European Commission the 
option to mandate the European standard-
isation organizations to develop spe-
cific standards.11 These organisations 
are the European Committee for Stan-
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dardization (CEN), the European Commit-
tee for Electrotechnical Standardization 
(CENELEC) and the European Telecommuni-
cations Standards Institute (ETSI). If 
the standards developed meet the re-
quirements of the European Commission, 
they are published in the Official Jour-
nal of the European Union as what are 
referred to as Harmonised Standards.12  

Monitoring and Enforcing Product 
Safety
Member states are responsible for mon-
itoring and enforcing product safety 
obligations.13 In Germany, market sur-
veillance is the responsibility of the 
federal states.14 Additionally, a con-
formity assessment is also required for 
certain products before they are placed 
on the market. If the products pass this 
test, they are allowed to carry the CE 
mark.15 Because European product safety 
law assumes that manufacturers have the 
best knowledge of the product and how 
it works,16 it often relies on them to 
test their own products through self-as-
sessment.17 In other cases, the product 
needs to be certified by an accredited 
certification body such as TÜV or DEKRA.

Regulatory agencies, certification bod-
ies, and manufacturers verify that 
the product meets regulatory re-
quirements. However, if manufactur-
ers can demonstrate that the prod-
uct has been developed in accordance 
with a harmonised standard, there is 
a rebuttable presumption in favor of 
the manufacturer that its product is 
compliant with the law as well.18 

Even if legal product requirements 
derive from the legislation only, 
products are in reality primari-
ly manufactured according to stan-
dards and harmonised norms.

12  European Commission 2021; Council of the European Union 2022; European Parliament 2023, Art. 10.
13  Lenz 2022, p. 532ff.
14  Federal Institute for Occupational Safety and Health (BAuA) n.d. 
15  Chamber of Industry and Commerce Munich and Upper Bavaria n. d. 
16  On the New Legislative Approach, cf. for example Schucht 2021, p. 32ff.
17  Veale/ Zuiderveen Borgesius 2021, p. 102.
18  Lenz 2022, p. 528ff.
19  See also the ZVKI paper on the role of standards in testing and certifying AI systems (Baeva 2023).
20  Ada Lovelace Institute 2023, S. 18; DIN/ DKE 2020, p. 28f. 
21  Nonnecke/ Dawson 2022, p. 17.
22  Kettemann et al. 2022, p. 13.
23  Ada Lovelace Institute 2023, p. 29.
24  Ibid, p. 35.
25  Ebd., p. 24; Nativi/ De Nigris 2021, p. 54; Soler Garrido et al. 2023, p. 34.
26  European Commission 2023; Perarnaud 2023.

Developing AI Standards: A 
Particular Challenge
Several challenges are emerging in cre-
ating effective and consumer-friendly AI 
standards. In particular, current analy-
ses and position papers point out that:19

(1) Ethical, fundamental rights and so-
cio-political issues are generally con-
sidered difficult to standardise. Various 
ongoing projects that seek to stan-
dardise ethical criteria in the develop-
ment and use of AI systems face hurdles 
that are difficult to overcome.20 How-
ever, as AI systems will also be used 
in sensitive areas, AI standards should 
not be limited to purely technical re-
quirements: They must also operation-
alise the requirements of fundamental 
rights (especially non-discrimination) 
and socio-technical aspects (e.g., 
transparency and human oversight).21 

(2) To legitimise AI standards, broad stake-
holder participation is needed.22 In 
practice, however, civil society ac-
tors in particular are underrepre-
sented in standardisation organisa-
tions.23 This is mainly due to a lack 
of financial and human resources.24

(3) If the European standardisation bod-
ies fail to develop their own stan-
dards, existing international stan-
dards could fill the standardisation 
gaps. However, such international 
standards are usually insufficiently 
aligned with European requirements.25

(4) It is unlikely that the Europe-
an Commission’s tight time sched-
ule for producing harmonised stan-
dards in less than two years will be 
met: Many AI-specific standardisa-
tion issues remain to be resolved.26 
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Expert Interviews as an Empirical 
Approach 
Since the European Commission’s mandate to 
the standardisation organisations in May 
2023 marks the formal start of the de-
velopment of harmonised standards for AI 
systems, this paper has not been able to 
compare the above criticisms with the cur-
rent state of work. Nevertheless, the ques-
tion of what challenges exist in the current 
standardization process was already raised 
during the preparation of this study. We 
therefore chose expert consultation as our 
empirical approach We derived questionsfrom 
existing research and discussed them with 
experts in the field of standardisation. 
Conclusions were then drawn based on the 
knowledge and experience of these experts.27 

We used the following criteria to select the 
experts consulted: If possible, they should 
have first-hand experience in the field 
of AI standardisation and cover different 
perspectives, such as industry, small and 
medium-sized enterprises, research, civ-
il society, and certification and accredi-
tation bodies.28 Although the focus was on 
experts from Germany, it was also possible 
to consult interview partners with expe-
rience at the European level. A total of 
twelve interviews were conducted  between 
January and May 2023. The interviews were 
conducted using a partially standardised 
questionaire29, which was used by the inter-
view partners to assess the above assump-
tions and criticisms in a structured manner. 

27  For the methodology, cf. Hildebrandt 2015, p. 241.
28  A list of the experts surveyed can be found in the Annex.
29  von dem Berge 2020, p. 286ff.
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2 What are the pitfalls of 
standardising AI systems?

2.1 How is the process of AI 
standardisation organised?
European institutions have been quick to 
focus on the technical application of any 
legal requirement when regulating AI sys-
tems. Back in 2018, the European Commis-
sion had already emphasized that European 
standardisation organisations should help 
develop reliable regulations and specifica-
tions for the safety, interoperability, and 
ethical functioning of AI systems.30 This 
is because the effective regulation of AI 
systems depends on its actual application 
in the real world, which should be guided 
by harmonised standards.31 Here, the Europe-
an Commission took a special approach and 
coordinated a draft standardisation mandate 
with the European standardisation bodies, 
CEN and CENELEC, at an early stage so that 
they could prepare to perform their tasks.32

The Standardisation Process 
at the CEN and CENELEC

Every standardisation process begins 
with a standardisation request. When the 
general assembly of a European stan-
dardisation organisation adopts a man-
date to develop a standard, the task 
is referred to an appropriate working 
group. The technical details are di-
scussed within this working group. 
The experts involved are delegated and 
supported by what are known as mir-
ror committees at the national level.33 

When the working group agrees on a 
draft, it is put out for public consul-
tation. The national standardisation 
bodies play a decisive role here, too: 
They collect statements and opinions 
(also from civil society), bundle them, 
and forward them to the European stan-
dardisation organisations. In Germany, 
this task is performed by the DIN and 
the DIN Consumer Council, among ot-
hers. Based on the statements submitted 
by the national standardisation orga-
nisations, a final draft is prepared 
and voted on by the general assembly.

30  European Commission 2018a, 2018b and 2019. 
31 European Commission 2021, p. 7. 
32  European Commission 2022a, Art. 2.
33  Koch 2016, p. 93.
34  McFadden et al. 2021, p. 11; DIN/ DKE 2022, p. 46 ff; CEN/ CENELEC 2020. For the CEN/ CENELEC focus group, cf. also Ebers 2021a, p. 8. 
35  McFadden et al. 2021, p. 10f.; DIN/ DKE 2022, p. 55 ff.; CEN/ CENELEC 2023.

CEN and CENELEC had reported their techni-
cal competence to the European Commission 
and established a joint technical committee 
(JTC 21) in spring 2021. The joint tech-
nical committee is to provide leadership, 
with pooled resources, to the many working 
groups and subgroups established to address 
the standardisation mandate.34 Together with 
its national partner organisations, JTC 
21 has performed some preliminary work.35

A European Path in AI 
Standardisation
All the experts interviewed emphasize the 
importance of AI standards for the reg-
ulation of AI systems as envisaged in 
Europe. Since standards are based on 
technical expertise, they will play a cru-
cial role in translating the legal re-
quirements into practice. In doing so, 
they might play a more significant role 
in shaping the implementation of the AI 
Act than the actual legislative text. 

This is why standards are import-
ant, because while the AI Act sets 
the goals, it does not say how to 
achieve them. A standard defines 
how best to use the tools of tech-
nology to secure the goals.

Susanne Kuch, Deutsche 
Akkreditierungsstelle (DAkkS)

The concrete approach taken by the Eu-
ropean Commission is viewed as being ex-
pressly positive. Normally, requests for 
standardisation would be received after 
the actual legislative process has been 
formally completed, and technical stan-
dards would therefore begin to be devel-
oped at a much later stage. The fact that 
the Commission sought to take a different 
approach in this case, with the early re-
lease of the draft mandate, underscores 
the importance of both AI regulation per 
se and the specific role of AI standards. 

AI is the greatest transformati-
ve technology of our age. This is 
such a fundamental issue that you 
have to start early enough – with 
standards and laws. (...) I think 
that the European way of shed-
ding a lot of blood, sweat and 
tears early on and putting a lot 
of effort into this complex issue 
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to find the best solution is pre-
ferable to doing everything that’s 
possible technically in AI develop-
ment. 

Jörg Firnkorn, DEKRA Digital

At the same time, several interview part-
ners emphasized that European standardisa-
tion processes are still in their infancy. 
One expert criticised the fact that the 
time since the standardisation mandate was 
drafted has not been used to develop an 
authoritative plan of work. Instead, they 
have waited for the final standardisation 
request for most of the work steps. Ac-
cording to individual interview partners, 
the relevant discussions on content are 
not expected until the summer of 2023.. 
Thus, the European standardisation pro-
cesses do not seem to be flexible enough 
to fully benefit from the approach tak-
en so far by the European Commission. 

The Daily Routine of Standardisation 
Projects
The experts consulted described the actual 
standardisation process as follows: Follow-
ing an analysis of the (final) standardi-
sation request, this would be divided into 
thematic sections. Working groups that meet 
monthly would then work on these sections. 
The progress and work status for all the 
working groups would then be discussed and 
voted on at the biannual general meeting.

Some experts describe the first steps in 
particular as extremely dynamic and in-
tensive. Unexpected overlaps and co-
ordination needs often arise between 
working groups or subject areas. 

It is incredible how many working 
groups and sub-working groups deal 
with the individual items.

Camille Dornier, ANEC-BEUC

Intensive and complex discussions and of-
ten new sub-groups and working groups would 
become necessary, especially when the same 
problem was to be tackled against the back-
ground of different expert opinions. One 
respondent gives examples of technological 
and sociological solutions. Several ex-
perts describe how the painstaking search 
for the best solution often runs the risk 
of getting bogged down in complexity.

Furthermore, there are extensive dis-
cussions involving a great amount of ef-
fort which take place in the individual 
working groups and on individual top-
ics and sub-aspects. It is precise-

ly in the compromises found in this way 
that the hoped-for benefits of standards 
and standardisation procedures lie:

Standardisation is an open and 
transparent process in which ever-
yone  
can participate and make a contri-
bution.

Filiz Elmas, DIN

Working in a truly international 
context with different perspecti-
ves, including political ones from 
around the world, is exciting but 
also challenging. In the past, the 
different levels, which look at AI 
systems not only from a technolo-
gical perspective but also from a 
legal one, have not always worked 
together ideally. It’s an attempt 
to bring these different worlds 
together more effectively.  

Susanne Kuch, Deutsche 
Akkreditierungsstelle (DAkkS), 

However, several interview partners em-
phasized that reaching the desired com-
promises often requires ongoing collab-
oration across multiple working groups. 
Individual proposals and contributions 
would have to be repeated, explained, and 
defended in the next, but also in lat-
er working sessions. Otherwise, they 
risked being set aside without consider-
ation. Among other things, standardisa-
tion committees, which have historically 
been staffed primarily by representatives 
of industry and certification organisa-
tions, continue to be dominated by the 
latter because of the resources required.

You have mostly private companies 
and big corporations in the wor-
king groups of CEN/CENELEC. There 
tends to also be a big proportion 
of international companies, such 
as US and Chinese companies. So 
it’s as if we are talking about 
implementing European values on 
the one side but asking Amazon and 
Microsoft to draft the standards 
on the other.

Camille Dornier, ANEC-BEUC
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Designing a good standard takes a 
great deal of time. You need some 
heavy horses to do the job:  
individuals or companies who put 
in massive amounts of unpaid time.

Jörg Firnkorn, DEKRA Digital

In summary, standardisation takes place in 
committees that,  for historical and eco-
nomic reasons, continue to be dominated by 
representatives of industry and certifica-
tion and testing organisations. The pro-
cesses that lead to the creation of stan-
dards are time-consuming and require both 
technical and process knowledge. This makes 
it difficult for new actors to join the 
process and results in the experts already 
involved having to perform multiple tasks. 
In brief: the procedures do not encour-
age broad participation. Despite this, AI 
standardisation is described as a main-
stay of the entire regulatory project.36 

The literature confirms the huge amount of 
effort and money typically required for ac-
tive participation in standardisation pro-
cesses.37 Studies have also documented the 
disproportionate involvement by industry.38 
However, while several publications describe 
at least the broad outlines of the standard-
isation process, the exact workings of the 

36  Ebers 2021a, p. 18f.; Ebers 2021b, p. 591ff.
37  Veale/ Zuiderveen Borgesius 2021, p. 105.
38  Ada Lovelace Institute 2023, p. 32f.
39  DIN o. J.; Koch 2016, p. 53 ff., p. 84 ff. 
40  Cf., for example, DIN o. J. and KAN 2020. 
41  Veale/ Zuiderveen Borgesius 2021, p. 105.
42  Ebers 2021b, p. 594. The supervisory power of the Commission and therefore also of the ECJ is con-

troversial, cf. in relation ECJ 2016 and Veale/ Zuiderveen Borgesius 2021, pp. 105f.
43  Ebers 2021b, p. 594f.
44  Veale/ Zuiderveen Borgesius 2021, p. 105. The constitutional issues behind these positions have large-

ly been debated since the ECJ ruling C-613/14 (“James Elliot Construction”) and have not yet been final-
ly clarified, see e.g., Dingemann/ Kottmann 2020, p. 15 ff, or Cuccuru/ Eliantonio, p. 478 ff. 

individual working groups remain opaque.39 
A transparent description of the negotia-
tion processes is lacking, especially with-
in the standardisation bodies themselves.  

A special role is attributed to the European 
Commission’s standardisation request and its 
concrete formulation: The request formally 
initiates the standardisation process and 
determines how it will proceed.40 Moreover, 
the literature often emphasizes its import-
ance from the perspective of legitimacy and 
the rule of law: only a sufficiently precise 
standardisation request with clear require-
ments for the standardisation organizations 
could provide a legitimate basis for ent-
rusting privately organised committees with 
the de facto regulation of existential areas 
of life.41 Furthermore, democratic control of 
the standardisation process depends ent-
irely on the standardisation request it-
self.42 The European Commission would only be 
able to refuse to publish a standard it had 
commissioned if it failed to comply with 
the standardisation request itself or its 
requirements.43 It is bound by the specifi-
cations of the standardisation organizati-
ons in all other respects.44 It is therefo-
re very important that CEN and CENELEC be 
given a sufficiently well-defined mandate.
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2.2 What topics do AI standards 
need to cover?
The standardisation request provides an 
initial point of reference for assessing the 
scope and content of the planned AI stan-
dards. The European Commission notified  
CEN and CENELEC in May 2023 of the standards 
to be established under this mandate.45 In 
detail, however, many of the requirements 
remain superficial. Although the request es-
tablishes a link between the mandated stan-
dards and the specific legal requirements, 
it barely goes beyond the abstract formu-
lations of the AI Act. Only in a few places 
the European Commission explicitly calls for 
substantiations concerning individual sec-
tors (referred to as vertical standards).46 

Standardisation Request with Wide 
Latitude
The interviewed experts  agree that the 
planned AI standards are highly relevant 
mainly because of the lack of precise spec-
ifications in the standardisation request. 
These leave room for interpretation of 
the sometimes vague legal requirements.

It is important that experts are 
aware of the importance of stan-
dardisation. This is because, 
ultimately, standardisation can be 
used to shape AI regulation. For 
example, the European Commission’s 
AI Act assigns a central role to 
standardisation. Harmonised Euro-
pean standards will be used in the 
future to specify the technical 
requirements for AI systems, espe-
cially in the area of high-risk AI 
applications. Virtually anyone can 
help shape the AI Act by  parti-
cipating in the standardisation 
committees.

Filiz Elmas, DIN

Some of the interview partners see this as 
an opportunity to achieve even more ambi-
tious goals than those set out in the AI 
Act itself. At the same time, they raise 
the risk that the course of standardisation 
may weaken legal requirements to the det-
riment of consumers. Representatives from 
business often have an interest in speci-
fying the requirements for products, espe-
cially in a form that is easy to implement.

45  European Commission 2023.
46  Ibid, Annex II.

The European Commission’s standardisa-
tion request covers all areas necessary 
for assessing high-risk AI systems. How-
ever, the experts consulted highlight-
ed a number of issues as particularly 
important for the effective implemen-
tation of the goals of the AI Act:

• Since the AI Act is aimed at product 
safety in AI systems, requirements 
for functional safety and cybersecu-
rity are central. Requirements such 
as transparency would also ultimately 
serve product safety by facilitating 
safety measures throughout the life-
cycle of an AI system. At the same 
time, the AI Act expands the con-
cept of safety to include fundamen-
tal rights and ethical aspects, which 
makes standardisation challenging.

• Standards relating to non-tech-
nical aspects such as transparen-
cy, fairness, or privacy would be 
of particular importance, especi-
ally with regard to civil rights 
and consumer protection. 

• The regulation of technical aspects 
such as the robustness and accuracy 
of AI systems is fundamental to the 
implementation of the AI Act. Proce-
dures that make such aspects measura-
ble indirectly help in deciding on the 
use of AI systems. In addition, issues 
around the representativeness of data 
sets could have a direct impact on the 
everyday lives of people who may be 
adversely affected by AI decisions.

• The way in which risk management pro-
cesses are organized is an overarching 
issue that helps determine the imple-
mentation of all other requirements.

In many places, however, the standardisation 
request is formulated in such an abstract 
manner that it fails to provide a suffi-
ciently binding framework for the standardi-
sation processes on these issues. Consider-
ing that the AI Act raises issues not only 
related to technology but also to funda-
mental rights, this form for manoeuvre in 
shaping the regulation seems problematic.  
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Missing Foundations  for AI Standards 

In dealing with imprecisely formulat-
ed mandates, standardisation bodies can 
help themselves by taking existing nation-
al and international standards and making 
them the basis for their work.47 Although 
national and international standardisa-
tion organisations have been working on 
issues around AI systems for years, as-
pects remain for which absolutely no stan-
dards exist at any level. In addition, the 
experts interviewed do not consider all 
existing standards to be suitable for ef-
fectively implementing the goals of the AI 
Act. For example, IEEE standards are cited 
as not well fitted to cover the challenges 
with regard to  transparency requirements.  

With a view to potential gaps and contextu-
al challenges in AI standards, the experts 
identify different groups of standards:

• A good basis: Many international stan-
dards have already covered issues re-
lated to risk management, data quality 
and data management, and the manage-
ment of product quality, and these 
could be transferred to harmonised 
standards with minor adaptations. Work 
in recent years has also largely cla-
rified definitions around AI systems.48

• Currently in progress: Requirements 
for AI systems would need to be bet-
ter integrated with existing standards 
for other topics, such as functional 
safety. This also requires the imple-
mentation of applied pilot projects 
to clarify open questions. The pro-
cedures for conformity assessment 
are also generally well developed and 
largely governed by existing harmoni-
sed standards. Although the addition 
of AI-specific aspects raises many 
operational issues for certification 
bodies, many international projects 
already exist that could be taken into 
account in European standardisation. 
The first standards for transparency 
are now in place at the international 
level. However, some experts emphasize 
that these would need to be signifi-
cantly adapted to effectively meet the 
requirements of European legislation.

• The experts identified the largest 
gaps in standardisation topics that 
are AI-specific, such as robustness 

47  DIN/ DKE 2022, p. 23. 
48  The ISO/IEC 22989:2022 standard “Artificial intelligence concepts and terminology” al-

ready outlines key terms and concepts related to AI systems.
49  Schmid 2022, p. 291.
50  Adler et al. 2021, p. 13.

and explainability. Since there is no 
equivalent in existing technical stan-
dards, the problems need to be solved 
from scratch. Robustness and explaina-
bility are related because complex AI 
systems hardly allow for full transpa-
rency and traceability.49 This makes it 
difficult to determine their accuracy 
and robustness. It would therefore be 
difficult to interpret different test 
results on the reliability of AI sys-
tems in any meaningful way. How to 
measure robustness and how to inter-
pret the results of these measure-
ments remain unanswered questions.

Other unresolved issues include the de-
sign of human oversight and dealing with 
AI-specific issues of cybersecurity. There 
are no standards specific enough to ad-
dress consequential bias and move to-
ward fairer AI systems. The many unan-
swered questions, including those at the 
international level, lead some experts 
to doubt that the comprehensive safe-
ty of AI systems is even possible. 

It’s incredibly complex, and I 
don’t know if we can ever achieve 
the legislative goal that way. One 
has to abandon the idea of absolu-
te safety and define it in relative 
terms. Take autonomous driving for 
example: do I say that my system 
has to be so safe that it doesn’t 
cause any accidents, or do I say 
how high the source of error is 
allowed to be in relation to the 
latest accident statistics? After 
all, we face risks and things that 
are not one hundred percent safe 
every day.

Susanne Kuch, Deutsche 
Akkreditierungsstelle (DAkkS) 

Horizontal and Vertical Stan-
dards Go Hand-In-Hand

Universally formulated standards are not 
very well fitted to model aspects where 
contexts of use differ greatly and where 
different requirements are placed in the 
foreground. For example, issues of fairness 
and equal treatment are much more import-
ant in the management of people than in 
industrial production.50 Some applications, 
such as in the medical context, have dif-
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ferent requirements for accuracy and ro-
bustness of AI systems than online shop-
ping or service chatbots. For this reason, 
in addition to general horizontal stan-
dards, vertical specifications for indi-
vidual sectors and deployment contexts are 
also required. The importance of vertical 
standards ins also highlighted in the Eu-
ropean Commission’s standardisation re-
quest, particularly with regard to require-
ments for human supervision and accuracy.51

European standardisation is currently fo-
cused primarily on horizontal standards 
since these were mandated to come first 
by the European Commission. Most experts 
agreed that this represents a reasonable 
first step toward AI standardisation:

Topics exist where it doesn’t mat-
ter if I’m talking about a car, a 
medical component, an industrial 
component, or IT software. This 
includes issues such as access 
authorization, authentication, or 
ensuring trustworthiness. These 
always have to be guaranteed and 
the procedures for doing so are 
similar.

Annegrit Seyerlein-Klug, Brandenburg 
University of Applied Sciences (THB)

Some experts  also note that vertical dif-
ferentiation is not always the best solu-
tion to technical complexity. In many 
cases, it is not the differences between 
industrial sectors that are important, 
but rather the technical characteristics 
and specific applications within a sec-
tor. Horizontal standards are also partic-
ularly relevant as a technical framework 
for testing bodies, although subsequent 
sector-specific guidance is necessary as 
well. Individual experts therefore call 
for standards to be written with exist-
ing testing infrastructures in mind.

All of the experts consulted assume that 
vertical standards should be implemented 
quickly and in parallel with ongoing stan-
dardisation projects. Such standards would 
be needed in particular for high-risk AI 
applications in medicine, transportation, 
critical infrastructure, and other highly 
regulated areas. The precise determination 
of test procedures and thresholds is par-
ticularly pressing in these areas. Without 
vertical specifications, general standards 
often remain vague and of little use. 

51  European Commission 2023, Annex II, p. 3f.
52  Adler et al. 2021, p. 43.
53  DIN/ DNE 2022, p. 34ff.

Within horizontal standards the 
technical requirements remain a 
little bit vague because they have 
to apply to all kinds of AI sys-
tems. We are missing precise num-
bers and thresholds. 

Camille Dornier, ANEC-BEUC

For accuracy for example we will 
need metrics and a bar. But in 
setting that bar, I don’t think it 
makes sense to say in some gene-
ric way that your systems must be 
90 percent effective or accurate. 
Standards should be established in 
the light of the intended purpose.

Hadrien Pouget, Carnegie Endowment 
for International Peace

Horizontal and vertical standards 
should therefore be reconciled: 

It’s not about them being against 
each other, but rather with one 
another. In an ideal case, one 
standard should fit all. This is 
then specified in the domains and 
applied to domain-specific problems 
because different domains have 
different acceptable risks.   

Andreas Hauschke, German Association 
for Electrical, Electronic & 

Information Technologies (VDE) 

Existing works also point out the lack of 
AI-specific standards. Citing the examples 
of people management and industrial pro-
duction, the  ExamAI report notes a lack 
of technical standards for operationalising 
relevant requirements for AI systems.52 The 
recommendations made in the second edi-
tion of the German Standardisation Road-
map identify a particular need for stan-
dards that facilitate AI certification, data 
quality standards, human oversight  and 
transparency requirements, requirements for 
medical devices and mobility-related ap-
plications, and guidelines for determining 
energy efficiency and environmental impact.53 

Two analyses commissioned by the European 
Commission investigate the general appli-
cability of international standards to fill 
the gaps. They conclude that the standards 
created or being created by the ISO and IEC  
concretize many relevant requirements for 
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AI systems, but also contain gaps.54 Stan-
dards being developed by the organisation 
Institute of Electrical and Electronics En-
gineers (IEEE) complement these significant-
ly and have the potential to be translated 
into AI standards relevant for regulatory 
purposes. However, these standards also lack 
important aspects, particularly in the ar-
eas of transparency and human oversight. In 
addition, most of these standards have yet 
to be finalized.55 A recent analysis of the 
JTC 21 committee work program shows that 
substantial work needs to be done on almost 
all of the criteria related to AI standards: 
International standards that are intended 
to serve as a starting point are in many 
respects too broad, do not provide precise 
details for implementing the new legal re-
quirements, or do not provide guidance on 
specific issues of European regulation.56

International standards also suffer from 
legitimacy problems because they are ne-
gotiated in committees without democrat-
ic control.57 Nevertheless, under current 
agreements, they still take precedence over 
European or national standards. In many 
cases, international standards are also 
adopted directly as European standards.58

The required AI standards therefore have 
to be developed from scratch in some cases 
and face many unresolved technical issues. 
In particular, technical hurdles specific to 
AI, such as capturing the accuracy and ro-
bustness of systems, but also requirements 
related to transparency, explainability, 
and human oversight, complicate the work of 
standardisation. Vertical specifications are 
also needed in parallel to basic standards. 

2.3 To what extent can the 
ethical and fundamental 
rights aspects of AI use be 
standardised? 
AI applications raise many societal is-
sues due to their myriad potential ap-
plications in sensitive areas. Issues of 
this nature are therefore included in the 
proposed standard as well. It is wide-
ly agreed that the trustworthiness of AI 
systems ought to be an essential criteri-
on of their use.59 This includes require-
ments related to ethics and fundamental 
rights, i.e., requirements that cannot be 

54  Nativi/ De Nigris 2021, p. 54.
55  Soler Garrido et al. 2023a, p. 29.
56  Soler Garrido et al. 2023b, p. 2ff.
57  Ebers 2021a, p. 13.
58  Pelkmans 2023, p. 18.
59  European Commission 2019; European Commission 2020, p. 3.

covered by purely technical specifica-
tions. They can have a significant impact 
on the exercise of fundamental rights. 

What Can Harmonised Standards Cover? 
Disagreement already exists on the basic 
question of whether harmonised standards 
should address fundamental rights issues 
at all. On the one hand, standards com-
mittees are not seen as the right place 
to discuss such issues because they lack 
sufficient legitimacy. On the other hand, 
standardisation processes are seen as ap-
propriate formats for discussion because 
they are results-oriented and can contrib-
ute to consensus building on requirements 
related to ethics and fundamental rights.

Regardless of this, all experts agree that 
there are limits to harmonised standards in 
this area. Requirements such as fairness, 
equity, or accountability cannot be com-
pletely translated into quantitative met-
rics. Rather, these issues need to be ad-
dressed substantively through social debate 
or through other institutions, such as the 
legislature itself. Problematic aspects in-
clude, for instance, decisions about which 
requirements are relevant and how to resolve 
conflicts between different requirements.

I would like to separate moral 
issues of ‘good/evil’ from more 
technical issues. Standards  pro-
vide recommendations for technical 
and organisational issues that are 
neutral and measurable in technical 
and organisational terms: The va-
lue measured is either met or not. 
Whether this value corresponds to 
the specifications of “right/wrong” 
or “good/bad” is not being evalua-
ted, neither is it the task.

Annegrit Seyerlein-Klug, Brandenburg 
University of Applied Sciences (THB)

Process Criteria as a Possible 
Solution? 
The question is which aspects of such re-
quirements can be represented in standards 
and norms. Many experts refer to procedural 
steps that can describe how requirements 
are implemented. For example, there is op-
position to fixed benchmarks for fairness 
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metrics on the grounds that these cannot 
be set in standards. However, the process 
of defining and capturing a fairness metric 
could very well be reflected in a harmon-
ised standard. This also means that eth-
ically relevant properties of AI systems 
can be described with the help of norms 
and standards. How to evaluate a partic-
ular property in a given context, i.e., 
whether a deviation from a fairness target 
by a particular metric is still appropri-
ate or too much, would then be a matter 
for the market surveillance regulator or 
the industry producing the product to de-
cide. At this point, context is crucial. 

At the same time, some experts warn 
that purely procedural standards and au-
dits could contribute to tokenism and 
thus to an unjustified presumption of 
trustworthiness: Finally, even the fair-
est of processes can only approximate 
meeting the requirement of fairness.

We cannot write into a standard 
what is good and what is bad. What 
we can write into it, however, is a 
description of the ethically re-
levant properties of the system, 
i.e., the degree of transparency, 
the degree of fairness, the degree 
of privacy, the degree of robust-
ness, and the methods for measu-
ring them. That I can standardise, 
I can also obtain a European or 
even global consensus for it.

Sebastian Hallenleben, VDE

Other experts are of the opinion that the 
ethics and fundamental rights requirements 
mandated by the European Commission could 
be met by additional certification bodies 
and experts. These would be equipped with 
the necessary skills and could, for example, 
ensure that the right (standardised) ques-
tions are asked in (standardised) processes.

But is it really possible to separate such 
issues from purely technical ones, to rep-
resent one in terms of process criteria 
and the other in terms of product cri-
teria? Both individual experts and ac-
ademic research doubt this.60 For them, 
the transition between seemingly tech-
nical issues and those affecting funda-

60  Veale/ Zuiderveen Borgesius 2021, p. 105.
61  Wachter/ Mittelstadt/ Russell 2021; EDRi 2022; Veale/ Zuiderveen Borgesius 2021, p. 105.
62  Laux/ Wachter/ Mittelstadt 2023.
63  Ada Lovelace Institute 2023, p. 53.

mental rights is fluid. Nor could this 
challenge be solved by completely exclud-
ing fairness,: Depending on the context, 
technical requirements such as robust-
ness also require ethical considerations. 

What level of accuracy is accep-
table for a high-risk AI system to 
be deployed? Who decides and based 
on what criteria? Can the system 
do what it is intended to do in 
a variety of different settings? 
Who decides which areas the system 
should be tested in before deploy-
ment for robustness? These questi-
ons have very strong human rights 
and fundamental rights implicati-
ons.

Connor Dunlop, Ada Lovelace Institute

Standards alone are not enough
The experts surveyed agreed that harmonised 
standards alone cannot solve all the con-
textual issues around the use of AI. This 
challenge is particularly pronounced when it 
comes to implementing requirements related 
to ethics or fundamental rights. The aca-
demic literature also agrees that standards 
are no substitute for the interpretation 
of fundamental rights.61 Such requirements 
should instead be covered by process cri-
teria such as transparency and documen-
tation requirements, which then allow for 
independent verification by third parties.62

Standards on most topics are good 
and the best we can do, but you 
can’t, I don’t think, expect us to 
be able to reduce all the risks as-
sociated with AI to zero with that.

Jörg Firnkorn, DEKRA Digital

Harmonised standards will not and should 
not replace existing safeguards such as 
jurisprudence. However, other institu-
tions can help to define ethical require-
ments in addition to standards commit-
tees. One expert mentioned the idea of a 
benchmarking institute that could develop 
thresholds for different application con-
texts though a participatory process.63
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2.4 Do we need more civil society 
in standardization? 
Some experts believe that it is difficult 
to address societal issues in the stan-
dardisation of AI systems, primarily be-
cause standardisation organisations do 
not have access to all the necessary ex-
pertise. This gap could be filled in par-
ticular by civil society organisations. 
However, these have little or no repre-
sentation on standardisation bodies.64 

Inadequate Participation by Civil 
Society 
Almost all experts describe the participa-
tion by actors from civil society as inade-
quate to date.  
The few organisations that are present  
would mainly be osbervers and could only 
selectively contribute to the development 
of harmonised standards. There is no real 
dialogue. One expert describes why this 
is considered a deficit: While civil soci-
ety generally plays a minor role in stan-
dardisation processes, the development of 
harmonised standards for the AI Act is a 
special case. These standards are not only 
developed from within the standardisa-
tion bodies themselves but are ascribed a 
special role by the European Commission’s 
standardisation request described above.

Why has civil society been less involved 
in standardisation bodies to-date than is 
desired or required? Some experts believe 
that all the conditions for participation 
have been met: the committees and forums 
are basically open and there is no known 
case of an organisation being excluded 
simply because it is from civil society. 

However, a large number of interview part-
ners agree that there are structural bar-
riers to the participation of civil society 
organisations. Two specific examples are 
mentioned: First, some committees would 
impose conditions on the organisational 
form of the participants. For example, not 
all civil society organisations are struc-
tured as legal entities, and sometimes 
this may be a condition for participation. 
A second barrier is the division into na-
tional standardisation bodies, which then 
appoint people to functions and mandate 
members to participate in European stan-
dardisation committees. Only these actors 
then have the right to vote. However, civ-

64  Pernarnaud 2023; EDRi 2022; European Commission 2022b; Ada Lovelace Institute 2023; Veale/ Zuiderveen Borgesius 2021, p. 105.

il society organisations are not always 
organised at national level; it would of-
ten be much easier for them to partic-
ipate directly at the European level.

Reasons for the Limited Involvement 
of Civil Society 
The experts describe three main chal-
lenges that have contributed to the 
limited participation of civil so-
ciety organisations to date. 

The first challenge is the technical and 
procedural expertise required for partici-
pation. The topic of regulating artificial 
intelligence is complex, and translating 
policy requirements into harmonised stan-
dards is challenging. A lack of knowledge 
about how standardisation bodies work also 
exists on the process level. This is not 
a trivial matter; after all, the working 
forms and processes may be as unfamiliar 
to civil society organisations as the lan-
guage that has to be used in standards and 
norms, or the existing standards that have 
to be taken into account in the develop-
ment of new ones. In some cases, there is 
also a lack of awareness of the relevance 
of harmonised standards in the context 
of the AI Act. The necessary intersection 
between expertise in standardisation pro-
cesses, technical knowledge and knowledge 
of fundamental rights or ethical issues 
is generally rare and, as a result, hard-
ly exists in civil society organisations. 
Acquiring this expertise for the first 
time can represent a significant hurdle.

The second challenge is that participa-
tion in standards bodies is usually unpaid. 
For the companies involved, the time spent 
contributing represents an investment from 
which they derive a direct benefit. In some 
cases, companies have established “stan-
dards professionals” who have been working 
with standards and norms for years and know 
their way around. Civil society organisa-
tions are often unable to make this invest-
ment with their own resources. When you 
factor in the amount of effort required to 
secure significant participation, the prob-
lem is exacerbated. One expert estimates 
that about ten full-time positions would be 
needed to cover all the working groups and 
sub-working groups of the JTC 21 commit-
tee responsible for European AI standards. 
Some experts also warn that contributions 
made by civil society organisations may be 
forfeited if continuous cooperation cannot 
be ensured. An issue raised at one work-
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ing session may not be revisited at the 
next. Thus, if civil society organisations 
are only able to invest a limited number of 
resources, their contributions run the risk 
of not making it into the final document.

Experts in AI or Human Rights 
might not know how to contribute 
to standardisation. That for exam-
ple if you voice a contribution 
but you are not there at the next 
meeting and nobody will support 
your contribution, that contribu-
tion is gone. There are operatio-
nal processes that they are not 
aware of.

Emilia Tantar, Black Swan LUX

The aforementioned timeframe for developing 
harmonised standards represents the third 
challenge. Substantial participation by new 
civil society actors would require a period 
of familiarisation and possibly also a re-
hashing of previously concluded discussions. 
This stands in contrast to the ambitious 
time schedules pursued by the standardisa-
tion bodies. Nevertheless, individual ex-
perts emphasize that broader participation 
could ultimately lead to a better out-
come, despite the additional difficulties.

How More Participation Can Work
These three hurdles – required exper-
tise, resources, and time – are also de-
scribed to some extent in the academic 
papers, which attest to the exclusionary 
or non-transparent culture and practic-
es of standardisation organisations.65 

For this reason, some experts are in favor 
of political intervention. Such interven-
tion should, for example, provide resources 

65  Cath 2021, p. 206ff.; Pernarnaud 2023; EDRi 2022; Ada Lovelace Institute 2023; Ebers 2021a, p. 21.
66  European Commission 2022b, p. 4f.
67  Ada Lovelace Institute 2023, p. 45ff.

that facilitate the participation of civ-
il society. However, existing programs in 
this area are still too bureaucratic, un-
derutilized, or in need of expansion. The 
European Commission has also called on 
standardisation bodies to make their gover-
nance structures more inclusive.66 This call 
can also be found in the research communi-
ty, and there are complementary proposals, 
for example, to establish hubs that could 
act as focal points for civil society par-
ticipation.67 Positive mention can be made 
of the working group at CEN/ CENELEC which 
champions inclusivity. In addition, some 
experts suggest that new, low-threshold 
opportunities for participation be devel-
oped, such as consultations, comments and 
reviews of published norms and standards.

In other words, a technology will 
only be adopted and used if it is 
accepted and trusted by the so-
ciety. This is where civil society 
plays an important role, because 
it raises issues that may not be 
raised or seen from a purely tech-
nological perspective.  

Filiz Elmas, DIN

Many experts agree that more participa-
tion is needed, especially to facilitate 
discussion about the social and ethi-
cal requirements for trustworthy AI sys-
tems. Civil society organisations in par-
ticular have the necessary expertise for 
this. Some experts go so far as to call 
for a guarantee of civil society partic-
ipation to ensure real participation and 
not just selective or token involvement.
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2.5 Can dynamic AI systems be 
standardised at all? 
But even assuming a more active partici-
pation by civil society, the highly dynam-
ic development of AI systems  poses other 
major challenges. Typically, relatively new 
technologies such as artificial intelli-
gence are not yet sufficiently integrated 
into market-ready test guidelines and test 
procedures.68 With AI systems, the situa-
tion is complicated by the fact that new AI 
methods are being developed and brought to 
market at a very rapid pace. In addition, 
many AI systems are capable in principle of 
adapting to modes of use and input during 
operation, and thus of changing after they 
have been approved for the market.69 Dynam-
ic changes of this nature would need to be 
reflected in standards from the very begin-
ning. As a result, the usually required up-
date after five years may not be sufficient 
to take into account new developments.

How Flexible are Standards? 
The experts interviewed observed a high 
level of dynamism, especially at the in-
terface between research and the use of AI 
systems in industry. For this reason, stan-
dards should be developed with a view to 
current technical developments and be de-
rived from the examination of best practice 
examples and concrete application scenarios. 

At the same time, most experts agree that 
established standardisation processes and 
cycles are sufficient to capture innovations 
in AI. Standards should in themselves be 
formulated in a technology-neutral manner:

Technological neutrality is the 
ultimate goal of standardization. 
Standards are solution agnostic. 
They contain safety goals and sug-
gestions on how to achieve them 
but do not specify the path for 
their implementation. This typical-
ly makes them fit for the future.

Andreas Hauschke, German Association 
for Electrical, Electronic & 

Information Technologies (VDE)

In practice, there are differences between 
the various topics of standardisation. 
Standards for terminology, taxonomies, and 
process management are relatively stable. 
Specific standards for individual types of 
AI procedures, which are changing rapid-
ly, may need to be updated more quickly. 
However, by deferring to the state of the 

68  Koch 2019, p. 18.
69  Ebers 2021a, p. 12.

art and allowing the barriers to be tested 
in order to be adapted in implementation, 
most standards remain current for years.

However, there is disagreement among ex-
perts about the extent to which new 
classes of applications, such as the cur-
rently much-discussed foundational mod-
els like GPT-3, BERT, or BLOOM, might 
complicate standardisation. While some 
anticipate an increased amount of ef-
fort and need for action, there are voic-
es that consider the current  process-
es to be sufficient in the long term:

There is this misconception that 
new disruptive techniques appear 
in AI every one or two years. But 
since I started my research career 
in AI more than 20 years ago, I 
haven’t seen that much of disrup-
tion than bringing to scale and 
bringing AI to business.

Emilia Tantar, Black Swan LUX
The frequency with which AI standards 
need to be updated is evaluated very dif-
ferently. It is suggested that AI devel-
opment and AI standardisation should be 
more closely intertwined to better re-
flect new technological developments.

We need new approaches to identify 
application-specific needs at an 
early stage and ultimately develop 
AI standards that are ready for 
the market. The practical imple-
mentation of norms and standards 
needs to be verified by actual use 
cases in practice, and the expe-
rience gained from this needs to 
be fed back into the standardiza-
tion process. This will require 
new, iterative, and agile processes 
that incorporate reciprocal input 
from research, industry, society, 
and regulators in shaping stan-
dards.

Filiz Elmas, DIN

Challenges Associated with  AI 
Systems that Learn during Operation?
The experts consulted describe the abili-
ty to change autonomously once the system 
is up and running as one of the great-
est challenges associated with AI systems. 
Although the possibility to autonomous-
ly learn concerns the  testing, certifi-
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cation, and possible recertification of 
an AI system, it also has implications 
for the development of AI standards.

On the one hand,  test periods and  re-
quirements for recertification need to 
be specified: At what point should chang-
es to the AI system trigger the need for 
a new conformity assessment? On the oth-
er, self-learning systems require regular 
testing. Most experts consider automated 
tests to be a possible sulotion . In this 
connection, machine-readable standards are 
discussed that could be automatically eval-
uated and verified. Such “smart standards” 
could then make quality requirements mea-
surable and assessable throughout the whole 
AI lifecycle with significantly less effort.

The second edition of the German Stan-
dardisation Roadmap has already noted that 
the rapid development of AI - especil-
ly with respect to  reinforcement learn-
ing during operation - pose new challeng-
es.70 For the standardisation of AI systems, 
this means an additional hurdle, which 
the standards bodies are trying to over-
come by making technical and structural 
adjustments to their processes and intro-
ducing new tools for collaborative work.71

70  DIN/ DKE 2022, p. 286.
71  Ibid, p. 288.
72  Veale/ Zuiderveen Borgesius, p. 105. 
73  European Commission 2023, p. 4.

2.6  When are the AI 
standards expected to be 
finalized?
The original time schedule envisaged by 
the European Commission was to complete 
the standards and publish the harmon-
ised standards in the Official Journal of 
the European Union by autumn 2024.72 In 
its standardisation request, the Commis-
sion now sets a target date of April 30, 
2025.73 In view of the considerable chal-
lenges and the need expressed by many 
actors for greater involvement of civil 
society in AI standardisation , this date 
appears very ambitiuous.  Thus, neces-
sary standards might not be ready in time 
for when the AI Act comes into force. 

Ambitious Time Schedule with Unclear 
Outcome
The experts interviewed have different 
opinions on how realistic the schedule is. 
One group of interview partners is opti-
mistic, given that they have been working 
on AI standards at European level since 
2018. In addition, appropriate internation-
al standards could be adopted and adapted. 
This could significantly limit the actual 
need for standardisation. A clearly defined 
time schedule  also provides an opportu-
nity to reduce complex discussions to the 
essentials and bring them to a conclusion 
that is focused on solutions. The fact that 
the AI Act provides for the European Com-
mission to draw up its own specifications  
adds to the pressure on involved actors.

The AI Act has a plan B built In: 
if the standards are not ready 
in time, the Commission can look 
around at what already exists 
somewhere in the world, be it a 
standard or a framework, and de-
cide to use it for now. This is  
putting a certain amount of pres-
sure on people to agree and get 
things done.

Sebastian Hallensleben, 
VDE & Chair JTC21 

Moreover, even if the standardisation 
process were to continue for sever-
al years, it would not solve all prob-
lems or address every issue. The pro-
posed time schedule is considered 
therefore expedient and realistic.
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We have worked on these standards 
since 2018. If we don’t make it 
now, we won’t make it later. 

Emilia Tantar, Black Swan LUX

Another group, in contrast, expresses clear 
doubts about the time schedule envisaged. 
Despite the early announcement of the pre-
liminary standardisation request, the stan-
dardisation process at European level is 
“still in the midst of being born,” as one 
expert put it. The lengthy discussions at 
the beginning of the  process  showed that 
actors were used to longer standardisation 
processes.  Discussions taking place outside 
the standardisation bodies are also intense 
and still completely open in terms of con-
tent. This is also reflected in the devel-
opment of standards at international level.

ISO/ IEC have been working on AI 
standards since 2017 and they have 
done a lot of work on definitions 
but have done less work on more 
normative questions.

Hadrien Pouget, Carnegie Endowment 
for International Peace

Another complicating factor is the 
low involvement of  civil soci-
ety. If this were to change as de-
manded, further delays are likely.

Prioritise Key AI Standards
One group of experts also points out that 
the completion of the standardisation pro-
cess depends on the final wording of the 
AI Act. Until the AI Act is passed, there 
will be no agreement on AI standards even 
within the European standardisation bod-
ies. Given the leangthy trialogue, it can 
be assumed that not all the standards will 
be completed within the time schedule. 

74  McFadden et al. 2021, p. 18.
75  KAN 2005; Ada Lovelace Institute 2023, p. 30.
76  DIN/ DKE 2022, p. 58ff.
77  McFadden et al. 2021, p. 18; Ada Lovelace Institute 2023, p. 38 and p. 44.

On the technical side, the two ye-
ars are almost immaterial because 
it is not only about how much time 
you have to resolve these issues. 
The problem is that it is not clear 
the extent to which some issues, 
like explainability, can be techni-
cally resolved. Maybe we will make 
huge research leaps in two years 
and have a great set of metrics, 
but there’s a good chance we won’t. 
At the same time, the state of the 
field is constantly evolving.

Hadrien Pouget, Carnegie Endowment 
for International Peace

In this context, one expert points out 
that it would be useful to limit the 
standardisation request to the most im-
portant regulatory issues. Well-de-
veloped solutions to these should be 
available within the time schedule.   

The gap between  dynamic technological 
development and the sluggish progress in 
European and international standardisa-
tion  is sweepingly emphasized in the aca-
demic literature.74 The timeframe envisaged 
by the European Commission seems extreme-
ly ambitious compared to the three or five 
years that would normally be required to 
develop a standard.75 The second edition of 
the German Standardisation Roadmap also 
documents that standardisation work on AI 
systems is generally not completed with-
in a few months: For example, the finali-
sation and publication of many of the ISO 
standards, many of which began in 2018, 
cannot even be foreseen.76 In addition, t 
time delays might also occur due to ef-
fort to effectively involve  civil soci-
ety or small to mid-sized businesses.77 
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3 How Do We Arrive at AI 
Standards that Deliver 
Safety and Fundamental 
Rights Protections?
Technical standards are developed in tra-
ditional, complex, labor-intensive process-
es dominated by representatives of large 
corporations. Even though the participa-
tion in the relevant committees is open 
to everyone in principle, the practical 
processes and time schedules are diffi-
cult for outsiders to understand. Often, 
barely anyone  knows about the opportuni-
ties that exist for participation. These 
characteristics of standardisation  take 
on a new political significance with the 
European Commission’s request to devel-
op standards under the AI Act. For this 
reason, we asked experts for their as-
sessment of standardisation processes in 
the context of  regulating AI systems . 

European standardisation bodies are de-
veloping standards which, in addition 
to technical safety and product quality, 
also include guidance on the implementa-
tion of  ethical and fundamental rights 
requirements. Requirements for fairness, 
transparency, or human oversight are con-
sidered difficult to standardise:   there 
is  a lack of appropriate metrics. Fur-
thermore, contradictory goals often have 
to be weighed up against each other i. At 
the same time, the necessary expertise and 
awareness of fundamental rights issues are 
not traditional elements of the standardi-
sation process. The resource-intensive and 
opaque processes within standards bod-
ies make participation even more difficult 
for new actors from civil society. Thus, 
when it comes to AI standards, new ethi-
cal questions are encountering structures 
that are not  equipped to deal with them.

AI systems in themselves pose multiple 
challenges for standardisation. On the one 
hand, many AI-specific issues such as ro-
bustness, accuracy, explainability, and 
cybersecurity are  under-researched and 
therefore difficult to translate into met-
rics. On the other, the potential for 
self-learning AI systems to change sig-
nificantly after deployment, together with 
the dynamic development of new components 
and models, further adds to the complex-
ity of AI standardisation. Policymakers 
and the industry are exerting pressure 
to finalize the new AI standards before 
the AI Act comes into force . Under these 
unfavorable conditions, how can AI stan-
dards be achieved that adequately imple-
ment the ambitious goals of the AI Act?

The targeted and broad participation of  
civil society actors can help to successful-
ly respond to the new questions surrounding 
standardisation. Existing barriers have to 
be systematically addressed, such as a lack 
of knowledge about processes, structures 
and access, a lack of financial and hu-
man resources, as well as a lack of incen-
tives on the part of standardisation bodies 
to effectively involve such actors. These 
include formats for orientation and knowl-
edge transfer, individual and organisational 
support programs, and new obligations for 
standardisation bodies to include more and 
diverse civil society interests. The cur-
rently listed social groups with access to 
CEN and CENELEC leave out many stakehold-
er groups and, with their limited capaci-
ty, can often only play an observer role.

Such necessary but resource-intensive ac-
tions are at odds with the tight timeframe 
that the Commission’s request  set for the 
standardisation. There needs to be more 
room for participation, a strong focus on 
the quality of the standards to be pro-
duced, and an awareness that the AI Act 
may enter into force without a final set of 
standards – as is quite common in product 
safety. Standardisation bodies need to pri-
oritize content to ensure that missing piec-
es of the puzzle do not impact the imple-
mentation of key regulatory requirements. 
This also includes the clarification of 
sector-specific issues when these are par-
ticularly pressing in terms of fundamental 
rights protection. Adopting international 
standards without the necessary adaptation 
to the goals of the AI Act would be fatal.

Finally, both the AI Act and the Harmon-
ised Standards Acceptance Procedures pro-
vide some ways to ensure the quality and 
suitability of AI standards. On one side, 
the European Commission has the power to 
establish common specifications through 
implementing acts that may replace miss-
ing or inappropriate AI standards (Art. 41 
(1) AI Act). On the other side, the con-
tents of draft European standards is re-
viewed before they become harmonised stan-
dards. Given the goals of the AI Act and 
the challenges identified in this paper, 
the European Commission should  use its 
powers to ensure the quality of European 
AI standards. Most importantly, this in-
cludes positioning itself on time for ad-
equate ex-post reviews of AI standards to 
compensate for the lack of perspective 
and inadequate participation of civil so-
ciety. The European Commission should not 
be content with passing on all the issues 
related to content to the standardisation 
bodies. Instead, there is an urgent need 
for the Commission’s own preparatory work, 
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especially on issues related to the protec-
tion of fundamental rights. Such work could  
form the basis for common specifications.

An effective participation of civil so-
ciety, an adapted time schedule and the 
active involvement of European instituti-
ons can address the challenges of stan-
dardising AI systems. This would also en-
sure that the AI Act actually addresses 
the socio-technical risks of AI deploy-
ment and provides for greater safety and 
the protection of fundamental rights.
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